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Abstract—Multiscale entropy (MSE) analysis method has been widely used to evaluate the physiologic control mechanisms. However, MSE is vulnerable to trends. Ensemble empirical mode decomposition (EEMD) is a powerful tool to remove the trend from non-stationary physiological signals before MSE analysis. In this paper, trend-extracted MSE (T-MSE) based on adaptive aligned EEMD (AA-EEMD) with early termination scheme is proposed. AA-EEMD not only reduces the computing time, but also considers the frequency meaning of different physiological signals and different subjects. We have applied T-MSE based on AA-EEMD to analyze the acute stroke patients’ physiological signals in intensive care unit (ICU). We find that the complexity of electrocardiogram (EKG) is higher in the acute stroke patients with good functional outcome than those with bad functional outcome. For EKG parameter, the p-value is approximately $10^{-8}$, which shows significant statistical difference. Moreover, the average number of IMFs in a single member of ensemble is reduced to 74% of the original. The average computing time in a single member of ensemble is reduced to 76%. Also, the average computing time of combining EEMD and MSE is reduced to 72%.
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I. INTRODUCTION

Multiscale entropy (MSE) analysis method has been widely used to evaluate the physiologic control mechanisms, including heart failure [1], atrial fibrillation [1], Alzheimer’s disease [2], type I diabetes mellitus [3] and traumatic brain injury [4]. Wide classes of disease degrade the physiologic information in physiological signals. Therefore, decreasing of complexity is a generic feature of pathologic dynamics [5]. In contrast, healthy systems exhibit meaningful and complex control mechanisms. Thus, high entropy values appear at multiple scales [1].

Compared with traditional single scale entropy and single scale variability, MSE can analyze the complexity and variability of a signal from small scales to large scales [6]. Thus, applying MSE to analyze physiological signals can interpret the short-term and long-term regulations. However, the measured signal, $S_{\text{measure}}(t)$ consists of not only the physiological signal, $S_{\text{physiology}}(t)$ coming from the subject but also the additional “trend”, $S_{\text{trend}}(t)$ caused by the background signal. It can be formulated as

$$S_{\text{measure}}(t) = S_{\text{physiology}}(t) + S_{\text{trend}}(t).$$

After adding an additional trend to 1/f noise, $S_{\text{physiology}}(t)$ is underestimated. Therefore, “de-trend” is a necessary process before applying MSE. We remove the estimated trend, $S_{\text{trend}}(t)$ from $S_{\text{measure}}(t)$, and get the estimated physiological signal, $S_{\text{physiology}}(t)$. It can be formulated as

$$S_{\text{physiology}}(t) = S_{\text{measure}}(t) - S_{\text{trend}}(t).$$

Polynomial fitting or high pass filter cannot completely remove the non-stationary trends [2]. In contrast, EMD decomposes non-stationary physiological signals into $M$ intrinsic mode functions (IMFs), each of which represents an oscillation mode. The comparison of high pass filter and EMD is shown in Fig. 2. EMD suffers from a mode-mixing problem. That is, an IMF contains different oscillation modes or one mode in different IMFs [10]. Ensemble EMD (EEMD) is proposed by [7] to solve the mode-mixing problem in EMD.

However, the calculation of EEMD contains $N$ EMD. Because $N$ is large, normally up to 100, it is quite time-consuming. To reduce the computing time, combining EEMD and MSE properly is necessary. In addition, there are two design issues. First, different types of physiological signals define their physiological meanings in different ways. Second, we should note that some of the $S_{\text{measure}}(t)$ contain larger
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Fig. 1. (a) Time domain signal. (b) MSE analysis result. After adding an additional trend to 1/f noise, SampEn on each scale decreases.

$$S_{\text{physiology}}(t) = S_{\text{measure}}(t) - S_{\text{trend}}(t).$$
proportion of $\hat{S}_{\text{trend}}(t)$ than the others. Thus, the way of selecting IMFs to represent $\hat{S}_{\text{physiology}}(t)$ should also be considered. It is improper that [8] selects a fixed amount of IMFs for all the subjects. Therefore, we propose trend-extracted MSE (T-MSE) based on adaptive aligned EEMD (AA-EEMD) with early termination scheme, which is able to reduce the computing time and consider the frequency meaning of different physiological signals and different subjects.

The rest of the paper is organized as follows: Section II introduces MSE, EMD and EEMD. Section III presents the proposed T-MSE based on AA-EEMD with early termination scheme. Section IV presents the experimental data and result. Section V is the conclusion.
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**II. BACKGROUND**

A. **Multiscale Entropy (MSE)** [1-6]

MSE analyzes the signal complexity in the perspective of different scales. There are two steps in MSE analysis. First, calculate multiple coarse-grained time series:

$$y_i^j = \frac{1}{\tau} \sum_{t=(i-1)\tau+1}^{i\tau} x_t, \quad 1 \leq i \leq N, 1 \leq j \leq \frac{N}{\tau}$$  

(3)

where $x_t$ is the time series of input, $N$ is the length of the input time series, and $\tau$ is the scale factor. Second, calculate the sample entropy ($\text{SampEn}$) for each $y_i^j$:

$$\text{SampEn}(y_i^j, m, r) = -\ln \left[ \frac{B^{m+1}(r)}{B^m(r)} \right].$$  

(4)

where $m$ is the pattern length and $r$ is the similarity criterion. The probability $B^m(r)$ or $B^{m+1}(r)$ measures whether the distance between two vectors is lower than $r$ in $m$-dimensional space or $(m+1)$-dimensional space. Due to the existence of $\hat{S}_{\text{trend}}(t)$, the standard deviation of $\hat{S}_{\text{measure}}(t)$ becomes larger than $\hat{S}_{\text{physiology}}(t)$. Similarity criterion $r$ is in proportion to standard deviation. Larger $r$ results in more matching patterns and thus lower complexity.

B. **Empirical Mode Decomposition (EMD)**

EMD is suitable to decompose non-stationary physiological signals [2,7-8]. EMD uses the shifting process to iteratively decompose the input signal $x(t)$. The algorithm of EMD is illustrated as follows [9-10]. First, initialize $x'(t)$ as $x(t)$. Second, find the location of all the maxima and minima of $x'(t)$. Third, interpolate between all the maxima (cf. minima) to get the upper (cf. lower) envelopes, $e_{\text{max}}$ (cf. $e_{\text{min}}$). Fourth, shift means of upper and lower envelopes:

$$d(t) = x'(t) - (e_{\text{max}} + e_{\text{min}}) \ast 0.5.$$

(5)

Then, check whether $d(t)$ satisfies the criterion of IMF. There are two criteria of IMF: The number of extremes and the number of zero-crossings must either equal or differ at most by one; at any point, the mean value of $e_{\text{max}}$ and $e_{\text{min}}$ is near to zero. If $d(t)$ does not satisfy the criterion of IMF, set

$$x'(t) = d(t)$$

(6)

and go to the first step. Otherwise, set

$$IMF_m(t) = d(t), x'(t) = x'(t) - IMF_m(t)$$

(7)

and check whether the number of extrema of $x'(t)$ is less than two. If not, go to the first step. Otherwise, stop the shift process. After EMD, the input signal is decomposed into $M$ IMFs and a residual:

$$x(t) = \sum_{m=1}^{M} IMF_m(t) + \text{residual}(t).$$

(8)

C. **Ensemble Empirical Mode Decomposition (EEMD)**

EEMD suffers from mode-mixing, which obscures the physiological meaning of IMFs. EEMD is proposed to solve
the mode-mixing problem in EMD. The algorithm of EEMD is illustrated as follows [9-10]. First, generate the ensemble \( s_n(t) \):

\[
s_n(t) = x(t) + w_n(t), 1 \leq n \leq N \tag{9}
\]

where \( x(t) \) is the original signal, \( w_n(t) \sim \mathcal{N}(0, \sigma^2) \) is additive white Gaussian noise (AWGN), and \( N \) is the ensemble number. Second, decompose each \( s_n(t) \) into \( IMF^n_m(t) \) using EMD:

\[
s_n(t) = IMF^n_m(t), 1 \leq n \leq N, 1 \leq m \leq M \tag{10}
\]

where \( IMF^n_m(t) \) represents the \( m \)th IMF of the \( n \)th member of ensemble. Finally, average the IMFs with the same index across the ensemble. For example, the \( m \)th IMF of EEMD output is obtained as

\[
\overline{IMF}_m = \left( \frac{1}{N} \right) \sum_{n=1}^{N} IMF^n_m(t). \tag{11}
\]

III. PROPOSED TREND-EXTRACTED MSE (T-MSE) BASED ON ADAPTIVE AlIGNED EEMD (AA-EEMD) WITH EARLY TERMINATION SCHEME

The block diagram of the proposed T-MSE based on AA-EEMD with early termination scheme is shown in Fig. 3. There are three blocks: MSE, EEMD, and the control block. The control block checks criteria. Checking criteria avoids the redundant computation, and thus reduces the computing time. The input and output of the control block is illustrated as follows:

1) \( IMF^n_m(t) \): \( IMF^n_m(t) \) is the output of EEMD in the \( m \)th shifting process of \( n \)th member of ensemble.
2) \( f_{thr} \): \( f_{thr} \) is a threshold defined in frequency domain. The frequency higher than \( f_{thr} \) is regarded as \( S_{physiology}(t) \). In contrast, the frequency lower than \( f_{thr} \) is regarded as \( S_{trend}(t) \).
3) \( TER_{EEMD} \): \( TER_{EEMD} \) is the termination signal of EEMD. Only when \( TER_{EEMD} \) equals to 1, the EEMD will be terminated early. Otherwise, it will not.

A. Early Termination

For an input signal \( \dot{S}_{measure}(t) \), EEMD will decompose it into \( M \) IMFs and a residual

\[
\dot{S}_{measure}(t) = \sum_{m=1}^{M} IMF^m(t) + \text{residual}(t). \tag{12}
\]

Each IMF represents an oscillatory mode. In our design, EEMD is only applied to remove the non-stationary trends \( \dot{S}_{trend}(t) \) from \( \dot{S}_{measure}(t) \). Instead of \( M \) IMFs, we only need \( K \) IMFs to represent our estimated physiological signals \( \dot{S}_{physiology}(t) \)

\[
\dot{S}_{measure}(t) = \sum_{m=1}^{K} IMF^m(t) + \dot{S}_{trend}(t). \tag{13}
\]

Compare (12) with (13). It is obvious that the computing of \( \overline{IMF^{m+1}}(t), \overline{IMF^{m+2}}(t), \ldots, \overline{IMF^{M}}(t) \) is redundant and time-consuming. The steps of T-MSE based on AA-EEMD with early termination scheme are illustrated as follows:

Step 1: Set \( f_{thr} \) and input \( \dot{S}_{measure}(t) \) into EEMD.

Step 2: Generate the ensemble

\[
s_n(t) = \dot{S}_{measure}(t) + w_n(t), 1 \leq n \leq N \tag{14}
\]

where \( w_n(t) \sim \mathcal{N}(0, \sigma^2) \) is AWGN; \( N \) is the ensemble number. In this paper, we set \( \sigma = 0.2 \) and \( N = 100 \).

Step 3: Decompose every member of the ensemble \( s_n(t) \) by using AA-EEMD: First, generate an \( IMF^n_m(t) \) by using shift process and send the \( IMF^n_m(t) \) to the control block. Second, the control block conducts fast Fourier transform (FFT) to transfer \( IMF^n_m(t) \) into frequency domain:

\[
X_{IMF}(k) = \sum_{n=1}^{N} IMF^n_m(t) \omega_N^{(j-1)(k-1)} \tag{15}
\]

where \( \omega_N = e^{(-2\pi i)/N} \). Calculate the percentage of frequency components below \( f_{thr} \):

\[
f_{thr} = \frac{\frac{1}{N} \sum_{k=1}^{N} X_{IMF}(k)}{\sum_{k=1}^{N} X_{IMF}(k)} \tag{16}
\]

Fig. 3. The block diagram of T-MSE based on AA-EEMD with early termination scheme.

Fig. 4. The flow chart of AA-EEMD.

Fig. 5. The timing diagram of AA-EEMD.
where $f_s$ is the sampling frequency. If the percentage is less than 50%, $IMF_m^n(t)$ will be taken as a component of $\hat{s}_{\text{physiology}}(t)$. Set $T\text{EEMD}$ to 0. That is, EMD will not be terminated early. In contrast, if the percentage is not less than 50%, $IMF_m^n(t)$ will be taken as a component of $\hat{s}_{\text{trend}}(t)$. Set $T\text{EEMD}$ to 1. That is, EMD will be terminated early. Assume the number of generated IMFs to be $K$. Then, $s_n(t)$ can be expressed as

$$s_n(t) = IMF_m^n(t), 1 \leq n \leq N, 1 \leq m \leq K. \quad (17)$$

Step 4: Average IMFs with the same index across the ensemble:

$$\overline{IMF}_m = \left(\frac{1}{N}\right) \sum_{n=1}^{N} IMF_m^n(t), 1 \leq m \leq K. \quad (18)$$

Step 5: Sum all of the IMFs ($K$ IMFs) to represent $\hat{s}_{\text{physiology}}(t)$:

$$\hat{s}_{\text{physiology}}(t) = \sum_{m=1}^{K} \overline{IMF}_m(t). \quad (19)$$

Step 6: Apply MSE to analyze $\hat{s}_{\text{physiology}}(t)$, which reflects the physiologic control mechanisms.

The flow chart of AA-EEMD is shown in Fig. 4. Checking criteria “IMF=trend?” avoids the redundant computation, and thus reduces the computing time. The timing diagram of AA-EEMD is shown in Fig. 5. Criteria are attached after each shifting processing. For every member of the ensemble $s_n(t)$, EMD is terminated after finishing the $K$th shifting processing. To represent $\hat{s}_{\text{physiology}}(t)$, all of the output IMFs from EEMD will be selected. Thus, there is no time wasted on decomposing redundant IMFs.

For EKG, there are $P$, $Q$, $R$, $S$, and $T$ in a pulse. The interval between two successive $R$ is called $R-R$ interval (RR). Fig. 6 shows the detrending process of $RR(t)$ using AA-EEMD with early termination scheme.

### B. Adaptive Aligned

The value of $f_{thr}$ determines the number of IMFs decomposed by EMD before early termination. $K$ is varying for different physiological signals and different subjects with a fixed $f_{thr}$. Thus, determination of $K$ is adaptive.

By setting a reasonable $f_{thr}$, the control block adaptively determines a $K$ to avoid the interference of the trends and to interpret the physiological meaning of physiological signals. On the one hand, smaller $f_{thr}$ leads to larger $K$, which infers that more IMFs will be summed for further MSE analysis. In addition to the IMFs related to physiological meanings, the IMFs arising from background signals will be involved. On the other hand, larger $f_{thr}$ leads to smaller $K$, which infers that fewer IMFs will be summed for further MSE analysis. Some IMFs related to physiological meaning will be removed.

The value of $f_{thr}$ is related to the signal which is analyzed. The following are the physiological meaning of EKG, ABP and PPG parameters in the high frequency (HF) range and low frequency (LF) range. Heart rate variability has a significant relation to autonomic nerve system. [10] defines the range of HF (0.15-0.4 Hz), LF (0.04-0.15 Hz), very low frequency (0.003-0.04 Hz) and ultra-low frequency (<0.003 Hz) power component. HF mainly reflects the vagal activity. LF mainly reflects sympathetic modulations or both sympathetic and vagal activity. In contrast, the physiological meaning of VLF and ULF are still unknown [11]. Pressure variability reflects the influence of respiration and the mechanisms of controlling the cardiovascular system. Pressure variability in frequency components is evaluated by the integration of the power in HF and LF range. Interaction of respiration and the thorax hemodynamic gives rise to HF, while the sympathetic modulations give rise to LF [12]. The variability of PPG can be applied to analyze autonomic function. The HF components reflect heart synchronous pulse waveform. The LF components reflect respiration, blood pressure control, thermoregulation and sympathetic nervous system activity [13-14].

By setting a reasonable $f_{thr}$ for different physiological signals, the control block can adaptively determine a reasonable $K$ when dealing with $\hat{s}_{\text{measure}}(t)$ from different subjects. For example, some $\hat{s}_{\text{measure}}(t)$ contain larger proportion of $\hat{s}_{\text{trend}}(t)$ than others. Thus, setting a fixed $K$ for all $\hat{s}_{\text{measure}}(t)$ is improper. An adaptive mechanism for selecting $K$ is necessary to unify the physiological meaning of MSE analysis.

---

**TABLE I. SUMMARY OF DATA COLLECTION.**

<table>
<thead>
<tr>
<th>Signal</th>
<th>Number of patients</th>
</tr>
</thead>
<tbody>
<tr>
<td>mRS 0-2</td>
<td>64</td>
</tr>
<tr>
<td>mRS 3-6</td>
<td>86</td>
</tr>
<tr>
<td>Total</td>
<td>150</td>
</tr>
</tbody>
</table>
IV. EXPERIMENTAL DATA AND RESULT

The experimental data came from intensive care unit (ICU) in National Taiwan University Hospital. EKG of the acute stroke patients was collected by the vital sign monitor. The simulations were done in MATLAB with a 4-core CPU.

The data collection number of EKG was 420. However, EKGs which were not collected within 24 hours after admission were not involved in our study as a research for early prediction of the acute stroke patients’ functional outcome. Besides, EKGs which did not belong to stroke and those with poor signal quality were removed. Among these 224 stroke patients, 74 of them suffered from atrial fibrillation (AF), a kind of arrhythmia. The character of RR series of AF patients was similar to white noise [1]. Therefore, 224 acute stroke patients were further separated into two groups: 74 acute stroke patients with AF (AF stroke patients) and 150 acute stroke patients without AF (non-AF stroke patients). In this paper, we aim at the non-AF stroke patients.

To evaluate the accuracy of our prediction, modified Rankin Scale (mRS) has been adopted. The mRS is a commonly used scale for measuring the degree of disability or dependence in the daily activities of stroke patients. The scale runs from 0-6, that is to say from no symptoms to death. In this paper, mRS 0-2 are grouped as good functional outcome, and mRS 3-6 are grouped as bad functional outcome. Table I is the summary of data collection.

MSE and T-MSE are applied to $RR(t)$. For each patient, the length of the input signals was 4000 points. The $SampEn$ on each scale is higher in Fig. 7(b) than 7(a) mainly due to the removal of low-frequency trends. This phenomenon can be observed in the non-AF stroke patients both with good functional outcome and bad functional outcome. Compared to Fig. 7(b), the $SampEn$ in 7(c) remains at small scale but obviously declines at large scale. This phenomenon can also be observed in the above groups. This is because when the $f_{thr}$ becomes higher, more low-frequency components related to physiological signals are removed. Thus, there exists a trade-off. High $f_{thr}$ thoroughly removes low-frequency trends, whereas low $f_{thr}$ reserves low-frequency physiological information. To avoid the interference of the trends and to interpret the physiological meaning of physiological signals, $f_{thr}$ is set to 0.01 Hz in our experiment.

It is worthwhile to note that the $SampEn$ of the non-AF stroke patients with mRS 0-2 is higher than that of the non-AF stroke patients with mRS 3-6 on every scale. The area under the curve (AUC) of non-AF stroke patients with mRS 0-2 and mRS 3-6 are respectively represented by the blue line and red line. Values are expressed as mean ± standard error of the mean.

![Fig. 7. Analysis result of EKG parameter—$RR(t)$. (a) MSE (b) T-MSE, whose $f_{thr}$ is set to 0.01 Hz (c) T-MSE, whose $f_{thr}$ is set to 0.02 Hz. The lateral axis is the scale factor $\tau$, which runs from 0 to 20. The vertical axis is the $SampEn$ for each scale. The stroke patients with good functional outcome (mRS0-2) and bad functional outcome (mRS3-6) are respectively represented by the blue line and red line. Values are expressed as mean ± standard error of the mean.](image)

![Fig. 8. The area under the curve (AUC) of non-AF stroke patients with mRS 0-2 and mRS 3-6. Values are expressed as mean ± standard error of the mean.](image)

![Fig. 9. The lateral axis is the number of IMF. The vertical axis is the average computing time of 150 non-AF stroke patients.](image)

![Fig. 10. Average computing time of original EEMD and MSE and proposed T-MSE based on AA-EEMD.](image)

### TABLE II. SUMMARY OF EXPERIMENT RESULT

<table>
<thead>
<tr>
<th>Signal</th>
<th>Parameter</th>
<th>Average number of IMFs in a single member of ensemble</th>
<th>Average computing time in a single member of ensemble</th>
<th>Average computing time of combining EEMD and MSE</th>
<th>AUC (mean ± standard deviation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EKG</td>
<td>$RR(t)$</td>
<td>Proposed AA-EEMD</td>
<td>Original EEMD</td>
<td>Pro. / Ori.</td>
<td>Proposed AA-EEMD</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7.4 IMFs</td>
<td>10.0 IMFs</td>
<td>74%</td>
<td>0.32 sec</td>
</tr>
</tbody>
</table>
mRS 3-6 is shown in Fig. 8. The result of one-way analysis of variance (ANOVA) in MATLAB shows significant statistical difference: \( p = 8.93 \times 10^{-3} \) while common significance level is \( p = 0.05 \).

AA-EEMD sets \( K \) adaptively when dealing with the signals measured from different subjects. Among 150 non-AF stroke patients, there are 124 patients whose \( S_{\text{physiology}}(t) \) is composed of 8 IMFs, and 60 patients whose \( S_{\text{physiology}}(t) \) is composed of 9 IMFs. This result reflects the necessity that \( K \) should be set adaptively instead of a fixed \( K \).

Fig. 9 illustrates the importance of AA-EEMD in the perspective of number of decomposed IMFs and computing time. The original EEMD contain 10 shift processes and \( \log_2(\text{size}) \) IMFs in a single EMD, where \( \text{size} \) is the length of input. By using the original EEMD, the average number of IMFs decomposed from \( S_{\text{measure}}(t) \) is 10 IMFs, and the average computing time is 0.42 s. By using AA-EEMD, the average number of IMFs decomposed from \( S_{\text{measure}}(t) \) is reduced to 7.4 IMFs, and the average computing time is reduced to 0.32 s. That is, there are only 74.0% decomposed IMFs of the original and the computing time is reduced to 76.6%.

Fig. 10 shows the computing time of combining EEMD and MSE. As to original EEMD and MSE, the average computing time is 46.1 s. As to T-MSE based on AA-EEMD with early termination scheme, the average computing time is reduced to 33.3 s., that is to say 72% computing time of the original.

Table II summarizes the experiment results. The MSE result of EKG is consistent with the physiological control mechanism. The complexity of EKG is higher in the acute stroke patients with good functional outcome than those with bad functional outcome. In other words, AUC is larger in the acute stroke patients with good functional outcome than those with bad functional outcome. Therefore, AUC can be an index of predicting the acute stroke patients’ functional outcome.

V. CONCLUSION

In this paper, we proposed a T-MSE based on AA-EEMD with early termination scheme. It can not only reduce the computing time, but also consider the frequency meaning of different physiological signals and different subjects. Furthermore, T-MSE based on AA-EEMD is applied to analyze the physiological signals of non-AF stroke patients in ICU. AUC is larger in the acute stroke patients with good functional outcome than those with bad functional outcome. For EKG parameter, the \( p \)-value of ANOVA is approximately \( 10^{-8} \), which shows significant statistical difference. And the average number of IMFs in a single member of ensemble is reduced to 74% of the original. The average computing time in a single member of ensemble is reduced to 76%. Also, the average computing time of combining EEMD and MSE is reduced to 72%.
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